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Overview

• Knowledge and Information in Data Governance

• Paradigms and Applications of Generative AI Models
• From Encoder Networks to Decoders

• Training Decoders: fine tuning, in-line learning and prompting

• Use Cases: 
• Tourism, Health and Banking

• Trends

• Conclusions



Data Management: Objective and Challenges
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Generative AI: Training modes

• In traditional Supervised ML methods training is a task-specific
example-based process

• Trasformers and LLMs suggests pre-training as a significant advance
via transfer learning:
• Pre-train the model on general tasks and fine-tune it over the target one

• Encoders (e.g. BERT) can be made domain specific via pretraining

• Decoders can support 0-shot or few-shot learning via prompting
• The prompt describes the task, the question and the input

• Possibly 1 to 5 examples can be provided

• Prompting as the crucial step towards new tasks (in-context learning)

• Instruction learning (as applied to Chat GPT) for meta-learning
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Mining Banking Knowledge in 
Neural Learning for Complex Text 

Understanding Tasks

Banking Knowledge and 
Neural Encoding
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Knowledge based pretraining
for Text Encoding with BERT
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Feature vector

ABILa

Text Encoding and Classification 
with ABILABERT
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Text Encoding and Classification 
with Bank-specific ABILABERTs



THE ROLE OF DATA IN GEN AI



GENERATIVE AI AT WORK



GENERATIVE AI: … NEGATIVE SIDE EFFECTS
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The view from here



Combining Information and Language Modeling: 
RAG Models

• Retrieval Augmented Generation
• Make available external information at

generation time

• Useful for knowledge intensive tasks

• Applies to pre-training, fine-tuning and 
prompting

• Mitigate hallucinations

(Lewis et al, 2020) Retrieval-augmented generation for knowledge-intensive NLP tasks. Proceedings of NIPS, Advances in 
Neural Information Processing Systems, 2020.

https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html


RAG models: the information flow



A RAG Taxonomy

• Research is active in 
different directions
• Retrieval

• Generation 

• Textual, Logical and 
Procedural Augmentation

• DBs or KG are often 
explored as information 
sources



AlphaGeometry (Google DeepMind, Jan 2024)

Problem 3 of the 2015 International Mathematics Olympiad (left) and a condensed 
version of AlphaGeometry’s solution (right). The blue elements are added constructs. 
AlphaGeometry’s solution has 109 logical steps.

Trinh, Trieu H., Wu Yuhuai, Le Quoc V., He He, Luong Thang, Solving olympiad geometry without human 
demonstrations, Nature, 625, 2024.

https://www.nature.com/articles/s41586-023-06747-5


Reflections and Conclusions

• Large scale Language Models are not «stochastic parrots»
• They are data-driven models but data are representative of the knowledge, 

expertise and culture of the community of native speakers
• Emerging semantics is often better (i.e. less expensive but also more specific) 

than superimposed manually engineered KB rules
• Language is the way to knowledge modeling and exchange as prompt 

engineering suggests (and seems to demonstrate)

• Large Scale Language Models push for a different view on business 
process engineering
• BPM mediated by artificial agents that interact with the user and the data in 

flexible ways



Reflections and Conclusions

• Domain specific Large scale Language Models are not easy to obtain
• Need of high/good quality domain specific data 
• Need of expertise for suitable prompting 
• Task modeling is a mixture of domain expertise and technological excellence

• Reusing existing domain and organization specific data assets is crucial:
• General (meta) tasks, such as self-instructing, should be redesigned or adapted 
• Semantic interoperability allow to harmonize data before reuse them
• Resources specific reuse is also possible

• Integrating domain knowledge (e.g. KGs) can be based on language 
pretraining (e.g. Neurosymbolic AI, Decode project (Margiotta et al., 2021))
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